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The Logic of Testing Structural Change in Meat Demand: A Methodological Analysis and Appraisal

George C. Davis

In the past two decades, the profession has expended valuable resources testing structural change in meat demand with mixed results. Overlooked to date is a fundamental methodological problem that transcends all methods of testing for structural change. In this study, a methodological framework is used to show that there is no valid test of structural change. Because of this result, additional criteria from the methodology literature are used to evaluate the literature on structural change in meat demand and to provide suggestions for fertile areas of future research.
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But whatever be the “explanation” we prefer, it is not to be forgotten that they are all our own artificial inventions in a search for an understanding of real life; they are not hidden truths to be “discovered.”

—T. Haavelmo (p. 3)

A “true model” is an oxymoron if there ever was one.

—D. Poirier (p. 598)

Structural change (i.e., a change in preferences) is commonly hypothesized to be the cause of the change in meat consumption over the past decade, and many researchers have attempted to test this hypothesis. However, in the 1986 book edited by Buse titled The Economics of Meat Demand, several authors reached the following conclusions: (a) varying parameters tests for structural change are uninformative, (b) hypotheses other than structural change should be pursued to explain the change in meat consumption, and (c) testing for structural change is intractable (see pp. 14–16, 54, 95, 103, 113, 128, and 202). Despite these admonitions, testing structural change is still an active area of research. A look at the agricultural economics literature between 1986 and 1996 reveals that at least twenty articles have been published that focus on structural change in meat demand in that time period. What does this research record suggest for the conclusions reached in The Economics of Meat Demand? At a minimum, the record indicates that testing for structural change is not viewed by many as an intractable problem. This is not surprising, given that the claim has never been proven.

The objective of this paper is to answer two questions: Can structural change ever be tested? and, If structural change cannot be tested, how should the research proceed? Although several studies have contributed to our understanding of the problem of testing for structural change (e.g., Alston and Chalfant 1991a, b; Chalfant and Alston; McGuirk et al.), these have considered only a small part of a much larger problem. As a result, they have provided only limited guidance as to how research should proceed.

In this paper, a methodological review of models and the logic of hypothesis testing is
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1 A list of these articles can be found in Davis.
given. Within this framework, it is shown that structural change can never be tested, so additional hypothesis evaluation criteria from the methodology literature are used to evaluate the alternative approaches pursued in explaining the change in meat demand. This evaluation provides examples of research that is and is not considered progressive on the basis of these additional criteria. The paper ends with conclusions.

A Methodological Review of Models and the Logic of Hypothesis Testing

To determine whether structural change can ever be tested, an analytical framework is required that is general enough to apply to any method of testing structural change. Such a framework is provided by (formal) logic. Conducting a logical analysis first requires a general characterization of the steps involved in empirically testing a hypothesis. These steps are characterized by the relationships between theoretical models, partial theoretical models, empirical models, and estimated models, as alluded to in Darnell and Evans; Kim, DeMarchi, and Morgan; Spanos; and Stewart. Once these relationships are established, results from introductory logic can be used to determine whether there exists a valid test of structural change.

Theoretical, Partial Theoretical, Empirical, and Estimated Models

An economist who wants to test a hypothesis must make five major assumptions before conducting any test. Specific hypotheses or assumptions are denoted as $A_i$, and $i$ indexes the assumption being made.

The first set of assumptions are theoretical conceptual assumptions, which formalize the conceptual theory and from which the implications of the theory are derived. The two key theoretical conceptual assumptions for structural change are usually that there exists a representative consumer that maximizes a static utility function subject to a budget constraint ($A_1$) and that the "true" utility function has not changed ($A_2$). Assumptions $A_1$ and $A_2$ generate the theoretical model, or "true" demand system.

The second major set of assumptions are theoretical bridging assumptions, which constitute the first step in making the theory empirically accessible. Because $A_1$ and $A_2$ generate a complete demand system for all goods and services, the prohibitively large dimensions of the theoretical demand system must be reduced through some dimension reduction assumption(s) ($A_3$) (e.g., an aggregation assumption such as weak separability). This is the key theoretical bridging assumption. The assumptions in $A_3$ generate a partial theoretical model, which is a special case of the theoretical model.

The third major set of assumptions are empirical bridging assumptions, of which there are three key ones. First, if the analysis is to be parametric, a functional form assumption must be made ($A_4$) (e.g., a translog). Second, the observational units must be chosen ($A_5$) (e.g., months, years, households, or countries). Third, the measurement variables must be chosen ($A_6$) (e.g., average price or a suplative price index). Assumptions $A_4$, $A_5$, and $A_6$ generate an empirical model, which is only one of many possible representations of the partial theoretical model. In econometric parlance, the empirical model is the population model.

The fourth major set of assumptions are the estimation technique assumptions ($A_7$), which generate an estimated model of the empirical model. From the estimated model, a metric of a particular value, say $M$, is generated that can be used to evaluate the estimated model. In a parametric setting, this metric may be a statistical test, such as an $F$-test; in a nonparametric setting, this metric may be something like the number of violations of the weak axiom of revealed preferences. In either case, the metric $M$ is a function of the chosen data and represents a consequence of the assumptions that have been put forth. Finally and implicitly, ceteris paribus assumptions ($A_8$) are made to restrict the range of the phenomenon under consideration.

---

2 Technically speaking, the analytical framework presented in this section is a simple metalanguage. As Tarski has proven, to determine whether the correspondence between a statement (e.g., a hypothesis) and a fact (e.g., change in consumption) is true, a metalanguage must be implemented. Because no metalanguage has been established to analyze the question of testing structural change, Tarski's analysis explains why no closure has come on this issue.

3 The assumption of the existence of a representative consumer utility function makes the issue of aggregation over individuals irrelevant. Although plenty of evidence indicates that aggregation over individuals is problematic, the assumption is made here because it is often used in the literature, and relaxing the assumption would only strengthen the results of this paper.

4 The term bridging assumption is attributable to Hemple.
The Logic of Hypothesis Testing

Methodology, by definition, is the logic of methods; therefore, all science can be considered applied logic (Cohen and Nagel, p. 191). The fundamental problem that is occurring in testing the structural change hypothesis is an error in logic. With the general empirical structure given in the previous section, the argument for testing structural change is either one of the two following logical forms:

1. If \((A_1 \text{ and } A_2 \text{ and } A_3 \text{ and } \ldots \text{ and } A_k)\) are all true (in some sense), then \(M\) is true (in the same sense). \(M\) is true; therefore, \(A_1\) is true.
2. If \((A_1 \text{ and } A_2 \text{ and } A_3 \text{ and } \ldots \text{ and } A_k)\) are all true, then \(M\) is true. \(M\) is not true; therefore, \(A_2\) is not true.

Each of these arguments is an example of what in logic is called a hypothetical syllogism. The \(\left((A_1 \text{ and } A_2 \text{ and } A_3 \text{ and } \ldots \text{ and } A_k)\right)\) is called the antecedent, or theoretical system (Duhem), and the \(M\) is called the consequent. It is a trivial exercise in formal logic to prove that both these arguments are invalid. These proofs can be found in Davis.⁵

Popper’s (1968) falsification philosophy of science is based on the fallacy of the first argument, which is often referred to as the fallacy of verification because the consequent of the argument \((M)\) is verified. Unfortunately, falsification is valid only for falsifying the entire theoretical system; it is not valid for falsifying an individual hypothesis within the theoretical system. Duhem recognized that this limits the role of falsification in science and also makes the second argument invalid. For this reason, the second fallacy is usually referred to as Duhem’s thesis or the fallacy of falsification, given that the consequent of the argument \((M)\) is falsified.

Scientists are then caught in what may be termed the Popper-Duhem dilemma: Whereas Popper’s falsification criteria rules out verification, Duhem’s thesis rules out falsifying a single hypothesis within a theoretical system. The only valid form of hypothesis testing is to falsify all hypotheses making up the theoretical system. A single hypothesis that must be combined with other hypotheses to make it testable cannot be falsified or verified.

Agricultural economists have recognized specific applications of the Popper-Duhem dilemma but have not recognized the more general principle and its implications for testing structural change.⁶ For example, although the articles by Alston and Chalfant, Chalfant and Alston, and McGuirk et al. correctly point out the limitations of parametric methods in drawing inferences on structural change, by focusing on these problems others are lured into believing that improved techniques, both parametric and nonparametric, will lead to a valid test of structural change. Nonparametric tests do not provide an “ideal test” of structural change, and “better data or better methods” will not provide “valid inferences” regarding structural change, as claimed by Alston and Chalfant (1991, p. 47), because the Popper-Duhem dilemma still applies.

Similarly, extensive diagnostic testing in parametric models as advocated by McGuirk et al. is indeed important; however, in the end, the Popper-Duhem dilemma still applies. In parametric analysis, the problem is that even if a divine econometrician told us the true functional form and parameter values of our empirical model—the ultimate diagnostic test—these parameter estimates are always biased estimates of those in the theoretical model because by definition the empirical model omits some variables that are in the theoretical model. This admonition just echoes the forgotten distinction that was made between statistical demand curves and theoretical demand curves by the forefathers of econometrics (see Stigler) and that Caldwell so succinctly summarizes: “Tests of models are not tests of theories” (p. 493). Therefore, the first question has been answered: Structural change as defined as a change in preferences cannot be tested without violating the laws of logic.

Additional Methodological Criteria

According to the Popper-Duhem dilemma, hypothesis testing is not a sufficient condition for falsifying or verifying the hypothesis of structural change. To make scientific progress, then, it is necessary to consider criteria in addition to hypothesis testing, and Lakatos develops these criteria. These additional criteria provide

---

¹ As long as \(A_1\) (constant preferences) and \(M\) (null hypothesis of insignificant metric) are defined to be consistent with each other, the results of the text hold. Therefore, redefining \(A_1\) and \(M\) to be the opposite, that is, \(A_3\) (nonconstant preferences) and \(M\) (null hypothesis of significant metric), will not change the results presented in the text.

⁶ It should be noted that the recent article by Bessler and Dearmont does discuss the closely related problem of uncontrolled experiments and the role of ceteris paribus in discovering structure. They come to a conclusion similar to that expressed here but by different means. Their analysis can also be considered a special case (although a much more general case than all the others) of the Popper-Duhem dilemma.
an answer to the second question: How should the research proceed?

Lakatos recognized that Duhem's thesis allows the scientist to alter any assumption in creating a new theoretical system \( T_i \) in an attempt to avoid falsification. For example, a researcher who believes that there has been no structural change can always claim that the finding of structural change is due to some other problematic assumption in the original theoretical system \( T_0 \) (e.g., the original functional form assumption or the separability assumption is wrong). By altering an assumption that initially may have been considered unproblematic, a new theoretical system \( (T_i) \) is generated that may not be falsified. However, even if the new theoretical system \( (T_i) \) is falsified, nothing can be said about structural change. The Popper-Duhem dilemma still applies. Most scientific work proceeds in this fashion, where the researcher diagnoses which assumption of a theoretical system \( (T_0) \) needs to be altered to explain a falsification or “anomaly.” The relevant methodological question becomes, How should alternative diagnoses be evaluated? This is the question addressed by Lakatos.

Lakatos modifies Popper's falsification criterion to address Duhem's thesis. Lakatos defines a theoretical system \( (T_0) \) as falsified if and only if another theoretical system \( (T_i) \) has been proposed with the following characteristics:

(a) \( T_i \) has excess content over \( T_0 \) by predicting novel facts that are improbable or even forbidden by \( T_0 \);
(b) \( T_i \) explains the previous success of \( T_0 \) and all the unrefuted content of \( T_i \) is included in the content of \( T_0 \);
(c) Some of the excess content of \( T_i \) is corroborated.

If the alternative theoretical system \( T_i \) satisfies (a) and (b), then there is theoretical progress. If all three conditions are satisfied, there is empirical progress. De Marchi (p. 134) points out that Lakatos identifies another type of progress, which will be termed empirical basis refinement (Lakatos, p. 121, n. 4). Empirical basis refinement occurs when the technique for testing a theory is altered in a manner that provides a more accurate and appropriate test of the theory.

An important point of Lakatos's philosophy of science and what distinguishes it from Popper is that there is never absolute falsification. Rather, falsification becomes a relative or conditional contest between two competing hypotheses. As Lakatos states, “There is no falsification before the emergence of a better theory” (p. 119).

A Methodological Appraisal of Alternative Diagnoses

Lakatos’s three criteria of theoretical progress, empirical progress, and empirical basis refinement can be used for evaluating the alternative diagnoses or approaches found in the literature. Rather than evaluating all articles addressing the change in the meat demand issue, the evaluation can proceed according to which types of diagnoses have been emphasized. Three main diagnoses are found in the literature for explaining the change in meat demand: (a) a change in preferences, (b) measurement or technique refinement, and (c) more generalized demand structures.

The most common diagnosis of a change in preferences alters an assumption in the theoretical model \( (A_j) \) (e.g., Choi and Sosin). The diagnosis of a change in preferences does not satisfy any of the Lakatos criteria. The main reason that this diagnosis does not satisfy any of the criteria is the claim that changing parameters imply changing preferences. The Popper-Duhem dilemma indicates that changing parameters are neither a necessary nor a sufficient condition for changing preferences. To say that varying parameters imply changing preferences is equivalent in logic to saying that constant preferences imply constant parameters. But constant preferences do not imply constant parameters. The constant parameters assumption originates not from the constant preferences assumption but from assuming that

---

1 This process is referred to as diagnostic reasoning in the methodology literature, and Janssen and Tan provide an example of diagnostic reasoning in economics.

2 Lakatos's methodology is considered rather pragmatic. As Blaug (p. 32) observes, the Lakatos methodology is not as rigid and prescriptive as the naive version of Popper's falsification school, whereby a single hypothesis can be refuted by a falsifying instance. But it is more rigid and prescriptive than Kuhn's descriptive and historical account of science. For this reason, it is not surprising that Lakatos is criticized from both sides. Philosophers of science reproach him for not providing a solid demarcation principle between science and non-science; alternatively, historians criticize Lakatos for not describing the scientific process accurately. Given that practicing economists are neither philosophers of science nor historians, they may take from Lakatos those aspects of his methodology that are recognized as advantageous and leave the rest (Cross). This approach may be referred to as a local provisional methodology (Randall). Popper (1992), Van Fraasen, and Pietroski and Rey have all proposed criteria similar to those of Lakatos.

3 This is known in logic as transposition (see, e.g., Nolt and Rohatyn).
the partial derivatives of some function can be considered constant. However, under the assumption of constant preferences, these partial derivatives generally are functions of variables and are not constant (see White). Therefore, a constant preferences assumption is also consistent with varying parameters. For this reason, the changing preferences assumption is void of any excess content over the constant preferences assumption and therefore represents no theoretical or empirical progress over the constant preferences assumption and does not refine the empirical basis.

Studies that focus on measurement or technique refinement alter an assumption in either the empirical model or the estimating model (i.e., $A_i$ through $A_{15}$). Focusing on measurement or technique refinement (e.g., measurement error, $A_{10}$, as in Atkins, Kerr, and McGivern; inverse demand systems, $A_7$, as in Eales and Unnevehr 1993; or nonparametrics, $A_8$ and $A_{15}$, as in Chalfant and Alston) satisfies only the empirical basis refinement of the Lakatos criteria. Measurement or technique refinement does not represent any theoretical or empirical progress because there is no improbable novel fact associated with the new measurement or technique that was not also associated with the old measurement or technique; rather, it represents only an inaccurate measurement. However, improving the measurement of variables and techniques for testing hypotheses is always progressive because it refines the empirical basis.

Studies that consider more general demand structures to explain the change in meat consumption alter assumptions in either the theoretical model or the partial theoretical model (i.e., $A_1$ through $A_{15}$). Considering more general demand structures satisfies all the Lakatos criteria. The dynamic specifications (e.g., Burton and Young) alter the classical static utility framework ($A_1$) and are theoretically and empirically progressive because they allow lagging and leading variables, which are not allowed by static models, to influence consumption. Furthermore, static demand theory can be considered nested within the dynamic theory, so dynamic specifications can be seen as refining the empirical basis. Similarly, considering more appropriate aggregation schemes by exploring the separability assumption (e.g., Eales and Unnevehr 1988) alters the dimension reduction assumption ($A_4$) and is theoretically and empirically progressive because different cross-price and expenditure relationships are generated. Furthermore, considering alternative separability conditions and therefore product aggregation schemes refines the empirical basis because a more appropriate theoretical framework is used for conducting the hypothesis test.

The most progressive of all studies are those that alter the classical static utility framework ($A_1$) by considering causal factors for the so-called structural change (e.g., Gao and Shonk-wiler, McGuirk et al.). Where other studies only speculate that changes in nutrition concepts or demographics may explain the observations of varying parameters, these studies proceed to incorporate some of these causal factors into the model and test the hypothesis. The incorporation of these other variables generates theoretical and empirical progress. Furthermore, because the hypothesis is considered in this more general framework, the empirical basis is refined in these studies. Because the general empirical approach is consistent with a more general theory of demand and they attempt to identify the factors causing the apparent structural change, these studies must be considered the most progressive of all the approaches.

Conclusions

The claim that there is a valid test for structural change violates the laws of logic. Structural change cannot be tested because of the Popper-Duhem dilemma. The dilemma implies that competing theories can always be generated by altering a subset of the assumptions that are considered problematic. The relevant methodological question becomes, Which assumptions should be altered? Lakatos provides a set of three criteria for answering this question and argues that the assumptions that should be altered are those that yield theoretical progress, empirical progress, and empirical basis refinement. The approaches pursued in the literature were appraised on the basis of how many of the Lakatos criteria were satisfied.

A discernible pattern emerges from this evaluation that should be helpful for directing future research. Altering assumptions regarding the theoretical model ($A_1$) or the partial theoretical model ($A_7$) is generally a more progressive strategy than altering assumptions closer to the empirical and estimated models ($A_4$ through $A_{15}$). The main reason for this result is that progress, both theoretical and empirical, is primarily determined by the underlying theoretical model and partial theoretical model, not the empirical model and estimating model. Once the empirical model assumptions ($A_4$) are reached, most of the possible theoretical and
empirical progress is already determined, and all that is left is empirical basis refinement of a partial theoretical model.

The predominant theoretical demand structure implemented in the literature is the classical static conditional demand theory, which consists only of contemporaneous quantities and prices within a commodity group and total expenditures on that group. The methodological evaluation presented here implies that considering a more generalized demand framework is more progressive than applying the latest parametric or nonparametric technique to this classical structure. Operationally, this may mean weakening separability assumptions by estimating food demand systems rather than only conditional meat demand systems or, alternatively, by using more generalized conditional demand theories in which the classical static conditional demand theory is nested. Conditional dynamic demand theory (Anderson and Blundell), conditional household production theory (Lancaster), or Lewbel's modifying functions are all examples of theoretically consistent approaches for generalizing the classical demand structure and incorporating other variables, such as lagged values, demographics, and product characteristics. By including these additional variables, theoretical and empirical progress is achieved relative to the classical static conditional demand theory. Furthermore, the generalized conditional demand approach will refine the empirical basis because the hypothesis is cast in a more general framework (e.g., Jorgenson and Slesnick).

With respect to meat demand, this study is not the first to suggest that pursuing more general demand structures will be more informative than refining empirical techniques (Capps and Schmitz; Haidacher; Wohlgenant). However, by providing the methodological foundations and reasons for this suggestion, this study shows why this suggestion is methodologically progressive and worthy of serious consideration.

[Received December 1995; final revision received June 1997.]
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